
4  Forum / Intelligence in a Data-Driven Age	 JFQ 90, 3rd Quarter 2018

Intelligence in a Data-Driven Age
By Cortney Weinbaum and John N.T. Shanahan

I
n a foreseeable future, battles may 
unfold using weapons and tactics 
that the United States is ill-pre-

pared to detect or counter. Today’s 
ballistic missiles take tens of minutes 
to cross an ocean, but tomorrow’s 
hypersonic weapons may take merely 
minutes. Urban warfare could occur in 
hyper-connected cities where overhead 
sensors provide limited value, while 
ubiquitous ground sensors provide too 
much data for analysts to mine. In the 
cyber domain, by the time an operator 

detects a “launch,” a weapons package 
may have already reached its target 
and achieved its desired effect. Attacks 
against satellites, economic attacks, 
and covert influence campaigns can all 
occur undetectable to the human senses 
until too late.

The vector, volume, velocity, variety, 
and ubiquity of data are disrupting tra-
ditional tools and methods of national 
security policy, operations, and intel-
ligence. The scope of such disruption 
will only grow and accelerate. Under 

the adage that “information is power,” 
society has created technologies capable 
of creating volumes of structured and 
unstructured data so large as to over-
whelm all previous forms of analytic 
tradecraft and pattern recognition. As 
part of their recommendations from the 
January 2017 public meeting, the U.S. 
Defense Innovation Board asserted that 
whoever amasses and organizes the most 
data—about ourselves as well as our 
adversaries—will sustain technological 
superiority.1 Failure to treat data as a 
strategic asset will cede precious time and 
space to competitors or adversaries.

The U.S. Intelligence Community 
(IC), to include the Defense Intelligence 
Enterprise, faces daunting challenges 
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of pure scale—volume and velocity—as 
well as an ever-increasing complexity 
of data—variety and veracity. The IC is 
challenged to acquire, manage, correlate, 
fuse, and analyze ever-increasing amounts 
of data across agencies and with allies 
and partners. In our experiences, data in 
the IC are generated in too many diverse 
formats, in too many disconnected or 
inaccessible systems, without standard-
ized structures and without overarching 
agreed-upon ontology. This situation 
risks wasted collections, lack of timeliness, 
missed indications and warnings, and 
lack of relevance for decisionmaking. The 
result is an inability to fuse data to create 
multi-sourced intelligence as early in 
the intelligence cycle and as close to the 
point of collection as possible. Analysts 
are given a task too difficult, too cumber-
some, and with too many hurdles to clear 
to provide timely and relevant analytic 
judgments or actionable intelligence to 
policymakers and warfighters.

These challenges should be addressed 
by:

•• embracing machine-learning algo-
rithms that can parse data, learn from 
the data, and then respond

•• encouraging creativity and deep 
thinking by intelligence professionals

•• designing the policy, information 
technology (IT), agile acquisition, 
and security environment that 
allows human-machine tradecraft to 
flourish.

These problems cannot be solved 
within any one agency, program, or 
intelligence discipline. We see a compel-
ling need for creative ways to adapt to 
this new environment that must include 
improving the technological and opera-
tional advantages of the IC with systems 
and machines capable of manipulating 
and understanding big data, as well as 
advancing human-machine and ma-
chine-machine collaboration, so analysts 
can make the best use of their time work-
ing on the hardest problems.

Meanwhile, serious questions linger 
about the unforeseen repercussions of a 
machine-learning “black box” that can 
generate solutions in ways that might 
not be readily explainable to its human 

operators. Artificial intelligence (AI) 
systems have created their own languages 
that human programmers could not read2 
and have taught themselves to play games 
using tactics that humans did not teach 
and cannot comprehend.3 The repercus-
sions of these effects in national security 
systems are unknown, untested, and 
remain largely unexplored.

The Future Battlespace
The future battlespace is constructed 
of not only ships, tanks, missiles, and 
satellites, but also algorithms, networks, 
and sensor grids. Like no other time 
in history, future wars will be fought 
on civilian and military infrastructures 
of satellite systems, electric power 
grids, communications networks, and 
transportation systems, and within 
human networks. Both of these battle-
fields—electronic and human—are sus-
ceptible to manipulation by adversary 
algorithms.

In electronic environments, algo-
rithms are already used to monitor and 
maintain control over most areas of crit-
ical infrastructure (electric, water, food, 
financial, communications, and so forth). 
Russia and China have demonstrated 
their interest in testing the capabilities 
and weaknesses of these systems in the 
United States, and intelligence agencies 
need the ability to fuse data across mul-
tiple sources to understand adversary 
activities and intended outcomes.

To disrupt human networks, the theft 
of personal data on cleared government 
workers in the Office of Personnel 
Management breach provides a rich data 
set for an adversary to tailor a covert in-
fluence campaign against each individual 
military leader or policymaker.4 If this 
data were to be combined with financial 
records stolen from Equifax, email re-
cords from Yahoo!, medical information 
from Anthem health insurance, and 
data from additional sources, algorithms 
could create highly sophisticated and 
individualized covert influence cam-
paigns against the United States. In a less 
sophisticated campaign, North Atlantic 
Treaty Organization military forces 
recently reported that soldiers’ phones 
were hacked by Russia during military 

training exercises “to gain operational 
information, gauge troop strength, and 
intimidate soldiers,” according to Alliance 
officials.5

The ability to fuse enormous amounts 
of data from across disparate data sets and 
provide meaningful answers are exactly 
what artificial intelligence and machine 
learning were designed to do. As long as 
the commercial sector can find a way to 
use data to anticipate the brand of car or 
toothbrush that a consumer is likely to 
purchase, vendors will sell capabilities to 
identify user preferences and weaknesses 
with a specificity that intelligence officers 
might expect to find in psychological 
profiles.

The United States is at risk of allow-
ing adversaries to accelerate and steal 
the competitive advantage. China has a 
national strategy for AI with commensu-
rate pledges to invest billions of dollars 
in AI technologies over the next 5 years.6 
Chinese researchers publish more journal 
articles on AI than their U.S. counter-
parts,7 and People’s Liberation Army 
strategists are preparing for a world where 
humans cannot keep pace with battlefield 
decisionmaking.8

In the United States, the recently 
published National Security Strategy and 
National Defense Strategy both address 
the importance of AI and autonomy 
to national security and warfighting.9 
Beyond the 2016 National Artificial 
Intelligence Research and Development 
Strategic Plan, however—which is largely 
focused on research and development—
the United States does not yet have a 
sweeping national strategy for AI.

Eric Schmidt, executive chairman of 
Alphabet (parent company of Google) 
and chair of the Defense Innovation 
Advisory Board, described China’s 
advances in AI compared to the United 
States: “By 2020, they will have caught 
up. By 2025, they will be better than 
us. By 2030, they will dominate the 
industries.”10

A Looming Intelligence Failure
Future intelligence tradecraft will 
depend on accessing data, molding the 
right enterprise architecture around 
data, developing AI-based capabilities 
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to dramatically accelerate contex-
tual understanding of data through 
human-machine and machine-machine 
teaming, and growing analytic expertise 
capable of swimming and navigating in 
enormous data lakes. The IC needs to 
develop tradecraft and methodologies 
for accessing, arranging, and analyzing 
data, including structured analytic tech-
niques and analytic tradecraft standards 
for machine intelligence. New technol-
ogy is evolving faster than the ability of 
the Department of Defense (DOD) and 
IC to implement it, train on it, and use 
it effectively.

Within the Defense Intelligence 
Enterprise, investments in collectors and 
sensors are generating an ability to collect 
more data from more sensor types than 
at any time before. The DOD roadmap 
for unmanned systems describes a plan 
for thousands of unmanned air, sea, and 
ground systems, without a clear path for 
how all the data from those systems will 
be analyzed to create value.11 This is in 
addition to space systems and publicly 
available unclassified systems. An increase 
in collection, to include from the most 
highly classified exquisite sensors, does 
not necessarily equate to more or better 
intelligence or orientation, especially 
when facing near-peer competitors who 
may prove equally adroit at adapting to 
the information environment.

DOD Project Maven, led by 
Lieutenant General Shanahan, has a 
goal of overcoming human intelligence 
analysts’ inabilities to deal effectively 
with the massive amounts and types of 
collection across every domain, a quan-
dary called “success catastrophes.”12 As 
a starting point and pathfinder project, 
former Deputy Secretary of Defense 
Robert Work tasked the Maven team to 
find AI and computer vision solutions 
to augment, amplify, and automate 
exploitation of unmanned aerial system 
full-motion video.

Current intelligence practices involve 
extracting information of value from large 
datasets of cross discipline (cross-intel-
ligence) information—the needle in the 
haystack—leading to the bulk collection 
and storage of hay in hopes that eventu-
ally all needles will exist inside. In a more 

data-oriented era, it is increasingly pos-
sible to draw intelligence of value from 
the data in aggregate (temporal and geo-
spatial behavior patterns, for example). 
This can result in an ironic dilemma in 
which there is too much data for humans 
to search effectively for needles, yet not 
enough accessible data from which to 
draw and validate useful intelligence.

Next is the question of what to do 
with intelligence once it is attained. The 
military Services are developing and 
acquiring combat systems with a greater 
hunger for data and intelligence than in 
the past, and intelligence mission data 
must be transferred to these systems as 
early as possible in the acquisition cycle 
and then updated frequently and fast 
enough for use in combat, in ingestible 
data structures, and at classification 
levels the combat systems can handle.13 
Meanwhile, within the policy community, 
policymakers are increasingly relying on 
unclassified publicly available information 
when classified intelligence is too slow to 
arrive or too highly classified to be useful.14

In his groundbreaking work on the 
observe, orient, decide, and act (OODA) 
loop, Colonel John Boyd, USAF (Ret.), 
emphasized the importance of operating 
at a tempo or rhythm that an adversary 
cannot comprehend or match. Operating 
inside an adversary’s OODA loop helps 
accomplish those objectives by disori-
enting or warping an opponent’s mental 
images so that he can neither appreci-
ate nor cope with what is happening 
around him. In today’s fast-paced and 
ever-changing data-driven age, the terms 
information dominance or informa-
tion superiority are chimerical; instead, 
temporal advantage might be the best 
possible outcome. Yet even that could be 
sufficient to gain the upper hand, if U.S. 
warfighters can stay inside the adversary’s 
OODA loop while simultaneously using 
data in imaginative ways to distort the 
adversary’s own orientation.

Artificial intelligence and machine 
learning provide opportunities to acceler-
ate through every step of the OODA loop 
by making sense of data in real time as the 
data arrive, evaluating options and initiat-
ing an action in milliseconds, and acting. 
Such decisions may include responding to 

indications and warnings before human 
operators have time to read an alert or ini-
tiating a response within a predetermined 
set of approved parameters. Machine 
learning offers new opportunities to 
shrink the first two phases of the OODA 
loop, greatly increasing the potential for 
humans to accelerate decisionmaking and 
taking action.

We may well be facing a future 
involving algorithm-versus-algorithm 
warfare, leading us to question whether 
21st-century warfighters might look at 
minutes of decision time as luxurious 
relics of the past.

Solutions Exist Within Reach
Intelligence agencies can and should 
invest in cross-domain, cross-program, 
and cross-discipline machine-learning 
capabilities and require intelligence 
officers to use these capabilities to 
their fullest potential. Any data that 
remain stovepiped in compartments, 
proprietary databases, and on classified 
domains that algorithms cannot reach 
will require manual integration by intel-
ligence officers, delay intelligence assess-
ments, and create protected bubbles 
of data where officers may not be able 
to see inside to bring all sources to 
bear on analytic problems. This vision 
threatens concepts of “need to know” 
and would force the collection and 
analytic communities—with their breth-
ren in counterintelligence and security 
offices—to reconcile threats from 
outside with threats from within. Data 
protection policies may give algorithms 
access to data fields that human analysts 
are not cleared to see, possibly requiring 
decisions about how much trust can be 
placed in machines and how their work 
can be audited for vulnerabilities that 
are both naturally occurring and adver-
sary generated.

To create this endstate, several activ-
ities should be considered. First, finding 
the answer to any intelligence question 
should start with the proposition that 
every analyst needs all potentially rele-
vant data, from every possible source.15 
This suggests striking a different balance 
between the classic deductive (searching 
for the known unknowns) and inductive 
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(synthesizing to discover the unknown 
unknowns) analytic approaches. It also 
requires a different approach to collection 
because all data may be relevant long 
after collection and should be accessible 
in discoverable archives; the processes for 
doing this will depend heavily on whether 
datasets include information on U.S. per-
sons and other protected entities, while 
data controls and data quality assurance 
become essential functions.

Widespread integration of machine 
learning and AI will present new oppor-
tunities for deception resulting from data 
that have been altered or manipulated. 
Counter-AI will become prevalent while 
influence operations will take on new 
dimensions that have yet to be fathomed, 
requiring a renewed emphasis on both 
offensive and defensive cognitive-centric 
operations. Intelligence analysts need 
to be trained on how to recognize 
attempts by an adversary to use altered 

or manipulated data, including under-
standing how to use AI to maximum 
advantage to prevent even the more 
sophisticated influence operations from 
affecting desired operational outcomes.

Second, data would not be treated as 
an IT problem; instead, IT systems should 
be framed by the operational problems 
they solve. This requires moving from 
closed, proprietary architectures and 
untenable lack of data standards to open 
architecture and Agile Methodology—
open architectures and fast transient 
adoption of new technologies and appli-
cations—where any data from any source 
can be found and ingested by any analyst 
at any time. More often, algorithms 
will be moved to the data, rather than 
trying to move data to the algorithms. 
Global cloud solutions are essential to 
integration, optimized for all aspects of 
AI rather than only for data storage or 
search. Data access must be mastered 

to provide the fuel for machine learning 
and human-machine teaming. In turn, 
rapid data access requires effective data 
management, which calls for new skill 
sets and expertise—such as data architects 
and data scientists. Network access across 
all security domains, access to all relevant 
data types, and agile integration of disrup-
tive technologies are key to achieving and 
sustaining decision advantage.

Third, publicly available information 
and open source information will provide 
the first layer of the foundation of our 
intelligence knowledge. This requires a 
major shift from assuming that the highest 
classified intelligence is the most infallible 
to embracing and integrating nontradi-
tional and unclassified sources. Exquisite 
collection from all other intelligence 
disciplines will enhance foundational intel-
ligence and fill in existing knowledge gaps. 
This flips a 60-year paradigm and chal-
lenges the very concept of “intelligence” 
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when classification is not a requirement for 
information to be of intelligence value.16

Fourth, shift the joint and combined 
analytic workforce from industrial-age 
production line processing and exploit-
ing single collection streams of data to 
an information-age enterprise model 
where some analysts conduct multi- and 
all-source correlation and fusion, fully 
integrated with joint, national, and 
international partners. While layering 
intelligence data is a decent start, it is 
insufficient. Both human and AI system 
sense-making are needed to deliver time 
and space for decisionmaking. This prin-
ciple also introduces broader questions 
about the future balance of breadth and 
depth across the analytic workforce. 
Training would require more emphasis 
on synthesis and creativity in analysis.

Finally, the solutions described above 
would require a revolution in IC life 
cycles for human capital, budgeting, ac-
quisition, and research and development. 
Hiring and security clearance processes 

that last 2 years or more result in agencies 
on-boarding employees who were at the 
top of their game 2 years ago (an eon in 
a data-driven world), and, for mid-ca-
reer hires, position requirements value 
experience in government over science, 
technology, and analytic experience in the 
commercial and academic sectors.17 In 
the best of circumstances DOD and the 
IC have been challenged to create multi-
year budget strategies within the 4-year 
Planning, Programming, Budgeting, 
and Execution process, while in today’s 
climate of chronic continuing resolutions, 
creating a budget strategy is a hope rather 
than a regular occurrence. Intelligence 
agencies have tried again and again to 
create innovative acquisition reforms 
using small subsets of their budgets and 
“innovation offices,” but these solutions 
stall when scaled across national or mili-
tary intelligence programs.

Changes to the IC’s traditional 
acquisition processes will require a gen-
eration of contracting officers who have 

the training and resources to manage 
an overhaul of contracting processes 
that puts focus back on quality, results, 
and the speed of relevancy rather than 
defaulting to lowest price technically 
acceptable contracts.18 Adapting Agile 
Methodologies would facilitate faster 
paces of technology development, imple-
mentation, and refinement. Finally, each 
of these reforms would create an environ-
ment where research and development 
(R&D) offices—in IC agencies and 
military Services—can thrive. R&D orga-
nizations need the brightest technologists 
to build partnerships among collectors, 
analysts, and industry vendors, and they 
need the support of proactive contracting 
officers and an effective budget environ-
ment to succeed—ultimately leading to 
an AI-ready, prototype warfare culture.

Concluding Thoughts
Our proposal has at least one Achilles’ 
heel that the United States should plan 
for and mitigate: an over-reliance on 
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technology. Even in the age of autono-
mous systems, war will remain a human 
endeavor. If the Nation were to fight a 
technologically primitive enemy, such 
as in the mountains of Afghanistan or 
jungles in Africa, warfighters and intel-
ligence officers risk being too reliant 
on systems that require large quantities 
of data. Alternatively, in a near-peer 
scenario the United States may one day 
fight an enemy who finds and exploits 
vulnerabilities in our technology and 
blinds our warfighters or uses data 
against us in new and creative ways. As a 
result of both scenarios, the Nation will 
continue to value intelligence analysts 
and warfighters skilled in low-tech tested 
and reliable tradecraft and solutions.

The best intelligence analysis derives 
from the right combination of art and 
science. The art of intelligence may be 
the same today as it was 2,000 years ago. 
What is different now, however, is the ne-
cessity of getting much better much faster 
at the science of the tradecraft, which 
is centered on data. Analysts must have 
the tools they need to deal with massive 
amounts of information that enable them 
to close intelligence gaps and enable 
better operational outcomes at the speed 
of data.

Artificial intelligence and machine 
learning will be instrumental to in-
creasing the effectiveness of the future 
intelligence analyst workforce, improving 
the odds of gaining and sustaining a com-
petitive or temporal advantage. Digital 
transformation, methodic multidomain 
data integration, and algorithmic war-
fare will be the heart of the intelligence 
enterprise’s role in sustaining a long-
term competitive advantage. This is as 
much about strategic innovation as it is 
innovation at the tactical or analyst level. 
One without the other is necessary but 
insufficient.

The IC is nearing critical decisions 
on AI and machine learning. Despite a 
number of disadvantages inherent in 16 
years of continuous counterterrorism 
and counterinsurgency operations, the 
IC forged a highly experienced, bat-
tle-trained analytic workforce unlike any 
other in the world. The IC’s greatest 
potential asymmetric strengths remains its 

ability to make sense of data quickly and 
remaining inside the adversary’s OODA 
loop. Will the United States and its 
adversaries slow down their machines to 
the speed of human thought to maintain 
a man in the loop? Or will each country 
pursue AI to its fullest potential, fearing 
that if not, its adversaries will pursue 
it first? The time has arrived for the 
Intelligence Community to decide how it 
wants to answer these questions. JFQ
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