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Chapter 7
Social Media and Influence 
Operations Technologies

Implications for Great Power Competition

By Todd C. Helmus

Nation-states have increasingly been waging foreign propaganda campaigns on 
social media platforms such as Facebook and Twitter. Such campaigns are entic-
ing because they are cheap and easy to execute; they allow planners to identify, 
target, and reach specific audiences; and the campaign’s anonymity limits the as-
sociated political and foreign policy risks. Russia, China, and the so-called Islamic 
State are three key U.S. adversaries that have exploited online technologies for 
propaganda. This chapter reviews the aims, capabilities, and limitations of online 
propaganda for each of these entities. The chapter also highlights key recommen-
dations that the United States should adopt in order to counter adversary use of 
online propaganda.

As the world has entered a new era of Great Power competition over the past decade, 
nation-states have been increasingly waging foreign propaganda campaigns on social 

media platforms such as Facebook and Twitter, effectively turning such platforms into in-
fluence operations technologies.1 A study from the University of Oxford documented that 
some 70 countries around the world are engaged in manipulating social media to serve 
domestic and foreign policy ends. This is up from 48 countries in 2018 and 28 countries 
in 2017. In particular, the study documented foreign propaganda campaigns conducted by 
Russia, China, India, Iran, Pakistan, Saudi Arabia, and Venezuela.2

Why are states increasingly relying on social media as a tool of foreign propaganda? 
It is cheap and easy to operate and allows campaign planners to identify, target, and reach 
specific overseas audiences, such as individuals, voter demographics, and ethnic groups. 
Governments also seek to engage in such campaigns anonymously, thereby limiting the 
associated political and foreign policy risks. The campaigns can also be conducted at scale, 
and they can be informed by a wealth of easy-to-access big data on target audiences.

States conduct online propaganda campaigns in a number of ways, including using 
“bot” and “troll” accounts. Bots are automated social media accounts, often on Twitter, that 
employ code to replicate human activity to promote a particular message. To enable more 
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sophisticated interactions with other users, bot campaigns employ real people or trolls to 
monitor and control fake social media accounts. Campaigns employ these types of accounts 
in numerous ways. They can spread progovernment content, attack adversary positions, 
distract or divert conversations or criticism away from an issue, promote divisions and po-
larization, and suppress participation through attacks or harassment.3

This chapter offers a look at how three contemporary U.S. adversaries have used and 
are using online content and platforms to engage in foreign influence campaigns. It focuses 
on Russia, China, and the so-called Islamic State (IS). The first two are, as defined earlier 
in this volume, America’s modern Great Power rivals. As noted in the 2018 U.S. National 
Defense Strategy, and discussed in detail in chapter 11, IS remains, despite major recent 
setbacks, a modern violent extremist organization with global reach and sustained influ-
ence that will challenge America into this Great Power era. For each case study, the chapter 
identifies the adversary’s aims and objectives in using online technologies for influence op-
erations and propaganda. It also identifies the capabilities and limitations for using online 
propaganda. In addition, because online platforms are not the only means of disseminating 
propaganda, the chapter briefly describes relevant offline mechanisms for influence. The 
chapter does not explicitly list U.S. Government aims, objectives, capabilities, or limitations 
for using social media and online technologies for external propaganda, instead offering an 
implicit assessment of these technologies in the final section on recommendations. This ap-
proach for the chapter has been selected in part because of the limited information available 
in open-source reporting.

Russia 

Aims and Objectives 
In a recent report on hostile social manipulation, RAND political scientist Mike Mazarr 
and his colleagues identified several key strategic aims for Russian online operations. 
First, they noted that Russia has long believed it is a target of adverse information 
operations, and Moscow may use its social manipulation efforts to counter these “disin-
formation” programs. Second, they noted that Russia uses social manipulation to pursue 
what it calls “discrete policy objectives” to influence a particular policy debate or foreign 
policy in order to suit its interests.4 In addition, they noted that some analysts see an 
animus to push foreign societies to a “‘posttruth’ environment—one in which the dis-
tinction between fact and falsehood is immaterial, objectivity is unattainable, and reality 
is malleable.”5

Diego Martin and Jacob Shapiro offered a glimpse of Russian influence objectives by 
analyzing a specially created database of influence campaigns waged between 2013 and 
2018. The campaigns were waged by Russia, China, Saudi Arabia, and Iran and targeted 
14 countries, including the United States, the United Kingdom, Australia, Germany, the 
Netherlands, and Ukraine.6 Russia accounted for some 38 of 53 identified influence efforts, 
highlighting the obvious importance Russia places on this aspect of its foreign policy. 
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Capabilities 
First, we should note that Russia benefits from a broad set of capabilities for influencing 
overseas governments and publics. Elizabeth Bodine-Baron and colleagues specifically 
identified four key categories of capabilities.7 The first category includes actors that are part 
of the Russian state, such as the Main Intelligence Unit (Glavnoye razvedyvatel’noye upra-
vleniye) or Sputnik online media. Second is the RT international news network, which is a 
nonprofit news organization that is visibly supported by the Russian state. Third are those 
actors who knowingly work on behalf of the Russian government but whose connections 
to the state are concealed. This includes the Internet Research Agency (IRA; also known as 
the St. Petersburg troll factory) and patriotic Russian hackers and networks run by criminal 
oligarchs. Last, in the fourth category, are the various proxies and potential proxies. These 
include those actors who may or may not hold pro-Russian views but are nonetheless mo-
tivated to spread messages in line with Russian campaign objectives.

The media and messages produced by these different arms often work together in a 
seemingly systematic manner. Following the poisoning of former Russian spy Sergei Skri-
pal, various channels, combined with official press statements and Russian bots and trolls, 
produced “a blizzard of falsehoods” designed to muddy the waters of international investi-
gations and opinion on Russian blame for the assassination.8

The most famous example of Russian propaganda stems from its systematic campaign 
to target the U.S. 2016 election. Russia employed a high-volume array of social media con-
tent to include 10.4 million tweets, 1,000 YouTube videos posted on 17 accounts, 116,000 
Instagram posts from 133 accounts, and 61,500 unique Facebook posts across 81 pages. 
These postings yielded 77 million engagements on Facebook, 187 million engagements on 
Instagram, and 73 million engagements on original Twitter content.

The content sought to promote wide-ranging themes specially targeted at different U.S. 
demographic groups. Targets included African-American communities to promote black 
separatism, inflame opinions toward police, and undermine confidence in the electoral 
system. Content engaged in voter suppression tactics included promoting third-party can-
didates, encouraging voters to stay home on election day, and creating confusion about 
voting rules. Beginning in the primaries and continuing through the election, the content 
promoted pro-Trump operations and countered Hillary Clinton.9

Many of these competing themes appeared to promote disunity among the American 
electorate. Campaigns sought to promote both Black Lives Matter and Blue Lives Matter 
themes to inflame opinions. Skillful manipulation of social media even proved successful at 
promoting dual street protests.10 Other campaigns sought to promote secession by the state 
of Texas, anti-immigrant causes, gun rights, patriotism, Tea Party culture, and so forth.11

Russia has since engaged in a number of other online influence campaigns. For ex-
ample, Russia supported the Brexit referendum in 2016, heavily promoted Catalonia’s 
independence referendum in 2017, and sought to undermine the presidential election of 
Emmanuel Macron in France. Statistics tabulated by Martin and Shapiro suggest that Rus-
sia engaged in at least 28 campaigns in 2017 and 21 in 2018.12

Overall, Russia appears to demonstrate a relatively skilled approach to these informa-
tion operations. First, we should note that Russia was one of the first countries to recognize 
the potential value of using social media for Great Power competition, and Russia’s efforts to 
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implement social media–based information operations have unfortunately paved the way 
for other nations, such as Iran and China, to follow suit. Second, by some accounts, Russia 
implemented the campaign with skill. IRA staffers visited the United States in order to con-
duct “market research.” IRA social media accounts clustered around identity- or issue-based 
online communities and built sizable audiences—all without tipping off audiences (at least 
so far) to the Russian origin of the campaigns. Russian accounts were retweeted by political 
figures and news media. As Tom Uren and colleagues noted, the “IRA campaign displayed a 
clear understanding of audience segmentation, colloquial language, and the ways in which 
online communities framed their identities and political stances.”13

Why is Russia so adept at using social media and other online channels of influence? 
Some analysts point to a 2013 article published on “ambiguous warfare” by the chief of the 
Russian general staff and general of the army, Valery Gerasimov, which led to some scholars 
believing that the Russian information campaigns are the result of an “elaborate strategy” 
developed and executed by Russian planners.14 Sergey Sanovich, a researcher at Princeton’s 
Center for Information Technology Policy, alternatively suggests that Russia’s online pro-
paganda tools were “conceived and perfected” in the liberal Russian economy and politics 
of the 1990s. After the 1990s, Russia proved unsuccessful at using its network of bots and 
trolls to curb domestic online discussions, and the government was unwilling to “ban the 
platforms outright.” Consequently, it then adapted and stepped up its online international 
influence game.15

Limitations 
The Russian campaign may have been skilled, but was it effective? Clearly, audiences have 
seen and interacted with Russian content. However, clear scientific evidence is lacking on 
whether such social media campaigns helped Russia meet any particular campaign goals 
or change audience attitudes, behaviors, or beliefs in the ways that the Russian planners 
intended.16

Interestingly, one study assessed the IRA’s impact on political attitudes and behaviors 
of American Twitter users in late 2017. The study identified users who interacted with IRA 
content on Twitter and analyzed whether outcomes of six distinctive measures of political 
attitudes and behavior changed over a 1-month period. The study found no such evidence 
of change and suggested that the Russian trolls might have failed because they directly tar-
geted those who were already highly polarized in their attitudes and beliefs.17

Still, the campaign’s ingenuity and scope have garnered it significant attention from 
politicians, journalists, researchers, and the American public. The social media campaign, 
combined with other elements of a broader Russian interference campaign—includ-
ing hacking the Democratic National Committee (DNC) server and the release of DNC 
emails—has led at least some audiences to question the legitimacy of the 2016 election.18 
Such an outcome may well lead Russian planners and politicians to conclude that the cam-
paign was a success.

One key limitation or challenge for Russia and other disinformation actors is that Face-
book, Twitter, and other such platforms are now on the lookout for Russian content. Bots 
will need to be more sophisticated to overcome the various bot detectors that exist in the 
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market. Russia will no longer be able to pay for advertisements with rubles or post content 
directly from IRA-affiliated computers.

An arms race will certainly ensue. Russians will likely adapt to any countermeasures 
Western governments or online platforms put in place. Evidence suggests this is already 
taking place. Russia has sought to test new disinformation tactics on the African conti-
nent. Instead of creating fake Facebook groups from the IRA offices in St. Petersburg, it has 
rented or purchased accounts already created and cultivated by locals. Russia also has cre-
ated local media organizations in select African countries that post the content on behalf of 
Russia. The seemingly authentic nature of the content will make detection more difficult.19

China 

Aims and Objectives 
By documenting the expansion of the Communist Party media influence since 2017, ana-
lyst Sarah Cook identified several broad and overarching aims of the Chinese Communist 
Party (CCP) communication and influence strategy. First, she noted the government seeks 
to “promote a positive view of China and the CCP’s authoritarian regime.” By the same 
token, it also seeks to “marginalize, demonize, or entirely suppress anti-CCP voices” and 
other information that might cast a negative light on its government or leaders. China also 
seeks to promote nationalistic sentiment at home and abroad, promote the reunification of 
Taiwan with the mainland, and quell the protests in Hong Kong.20

Capabilities 
China has gained a strong reputation for effectively stifling and influencing online debate 
within its borders, and it has fostered a number of seemingly effective offline tools for in-
ternational influence. However, China’s ability to use online tools to influence international 
policy and opinion remains in a relatively nascent state.

Censorship and Influence at Home 
China uses both the “Great Firewall” and its “Golden Shield” to stifle dissent at home. The 
Great Firewall blocks access to restricted foreign Web sites. If a China-based user tries 
to access a restricted site, it will not load and the user will receive a time-out message.21 
Additionally, China uses its Golden Shield to regulate information on domestic sites. 
According to Gillian Bolsover at the University of Oxford, social media sites in China ac-
tively monitor user-generated content to ensure that posted information is not deemed 
illegal by the state. Examples of content often censored include information related to polit-
ical scandals, political leaders, and efforts to organize protests.22

China also actively seeks to shape the social media–based conversations and discus-
sions of its citizens. Starting in 2011, the Chinese government saw a need to do more than 
just censor online content; it engaged in political communication. The Central Party, state 
institutions, state-run media, and individual party cadres soon began setting up govern-
ment social media accounts. By 2014, the government had created more than 100,000 
official social media accounts on WeChat and 180,000 profiles on Sina Weibo.23

One potential tool for this internal information control is the use of 50-cent accounts. 
Academics and policy experts have written about an army of volunteers who are paid 50 
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cents per post to “attack critics and support the state” online and to do so in a way that ap-
pears these attacks come from ordinary people.24 A 2017 Harvard paper studied a data leak 
associated with the 50-cent accounts. The authors estimate that the government fabricates 
and posts about 448 million social media comments a year. Instead of engaging in direct 
arguments with potential skeptics of the government, these bogus users often try to change 
the subject and engage in cheerleading for China and the CCP.25 Much of this work is done 
by government employees who post part time outside their regular day jobs.

Influence Abroad: “Offline” Capabilities 
Although the focus of this chapter is online influence operations and propaganda tech-
nologies, China has built a robust and multimodel offline approach to influence overseas 
populations and governments. This approach was addressed earlier in chapter 3b but merits 
brief repetition here. First, China has built an expanding capacity for global media reach. 
China’s most prominent state-owned media outlets offer an international presence.26 The 
China Global Television Network (CGTN), for example, broadcasts in English, Spanish, 
French, Arabic, and Russian to every region in the world via satellite and cable. In addi-
tion, Chinese state media have distributed content associated with the China Daily and the 
Washington Post in newsstands in New York City and congressional offices in Washington. 
Diplomats and other key influencers draft various op-ed articles and assiduously work to 
build relationships with foreign journalists. China also often threatens to withhold access to 
its markets if representatives of various business interests do not toe the party line.27

In addition, China’s state media organs have broadened their reach with the use of so-
cial media. The English-language Facebook pages for China Daily, the official Xinhua News 
Agency, and CGTN, according to disinformation researcher Renee DiResta, have amassed 
more than 75 million followers each, a sum two to three times greater than CNN or Fox 
News. DiResta argues that China’s heavy use of paid social media advertisements played a 
key role in cultivating this large following.28

Influence Abroad: Chinese Online Capabilities 
China has attempted to use online tools, including fake social media accounts, to advance 
its Taiwan unification campaign and its efforts to counter the Hong Kong protests. China 
has engaged in several small-scale efforts at using social media to promote Taiwanese unifi-
cation. In one interesting case, following a typhoon that disabled a bridge to Osaka’s Kansai 
International Airport, a post on the Professional Technology Temple (PTT), a Taiwanese-
focused bulletin board, falsely suggested that the Chinese consulate could evacuate Taiwan 
citizens from Osaka only if they identified themselves as Chinese citizens. Researchers 
traced the story on PTT to an account on the Chinese microblogging site Weibo and a 
“content farm” that posted on mainland media sites, where it was then picked up by PTT 
messaging.29 The consequences were harmful: Taiwan’s foreign ministry representative in 
Osaka committed suicide due to pressure stemming from his inability to aid Taiwanese 
citizens.

In another case, it was discovered that a large number of PTT accounts, some of which 
were deemed “influential,” were purchased on an online auction site active in Taiwan and 
Southeast Asia. Many of these accounts switched their content from being pro-democratic 
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to leaning pro-Chinese. The accounts posted at a time to allow the Taiwanese public to see 
the posts first thing in the morning.30

China has most recently been caught using sham Facebook and Twitter accounts in an 
attempt to counter the Hong Kong protests. On August 19, 2019, both Twitter and Face-
book announced the discovery of the Chinese campaign. Twitter identified 936 accounts 
that originated within the People’s Republic of China that were “deliberately and specifically 
attempting to sow political discord in Hong Kong, including undermining the legitimacy 
and political positions of the protest movement on the ground.”31 Fake accounts were also 
detected on Facebook and YouTube.32

Subsequently, the Australian Strategic Policy Institute (ASPI) released a detailed anal-
ysis of the archive of terminated Twitter accounts. The researchers discovered that the 
940 false accounts had disseminated 3.6 million tweets and identified three key narrative 
themes of the accounts: condemnation of the protesters, support for the Hong Kong police 
and the “rule of law,” and conspiracy theories about Western involvement in the protests.33 
The authors described the campaign as relatively small and “hastily assembled” and lacking 
in sophisticated advance planning. They observed that the accounts were cheaply acquired 
repurposed spam or marketing accounts. Prior account owners, for example, tweeted in 
Arabic, English, Korean, Japanese, and Russian on topics that ranged from British football 
to pornography.34

The researchers also observed that there was “little attempt to target online communi-
ties with any degree of psychological sophistication.”35 In contrast, they noted that carefully 
crafted and long-running influence operations on social media, such as those conducted by 
the Russian state, are often characterized by tight network clusters associated with key tar-
get audiences. Analysis of the Chinese database revealed no such network characteristics. 
They finally observed that the Chinese dialect in some of the tweets was a dead giveaway for 
Chinese mainland authors.36

Beyond the anti–Hong Kong protest campaign, the researchers at ASPI found evidence 
of relatively small campaigns targeting China’s political opponents. The largest campaign 
targeted Guo Wengui, a Chinese businessman and bookseller now residing in the United 
States who has publicly levied allegations of corruption against senior members of the Chi-
nese government. Over 38,000 tweets from 618 accounts targeted Wengui with vitriolic 
attacks on his character.37 Two other smaller campaigns targeted two dissidents who had 
already been arrested in China.38

With the 2019–2020 outbreak of the novel coronavirus (COVID-19), China launched 
a new propaganda campaign partially aimed at avoiding blame for the virus and promoting 
its own relief efforts. First, China has pushed social media content arguing that the virus 
may not have originated from China. On March 7, for example, the Chinese embassy in 
South Africa tweeted, “Although the epidemic first broke out in China, it did not neces-
sarily mean that the virus is originated from China, let alone ‘made in China.’”39 The tweet 
further speculated that the virus originated in the United States. Chinese media promoted a 
conspiracy theory that a U.S. military cyclist may have brought the disease to Wuhan from 
Fort Detrick, the location of the U.S. Army’s premier biological laboratory. The spokesman 
and deputy director general of the Information Department of China’s Foreign Ministry 
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also speculated on Twitter that the United States secretly concealed COVID-19 deaths in its 
count of flu fatalities.40

Second, China has promoted its domestic and international response to COVID-19. In 
February, Chinese state-run media began running social media advertisements that praised 
Secretary General Xi Jinping for his leadership in containing the virus.41 On March 9, the 
official account of China’s Ministry of Foreign Affairs tweeted, “China’s endeavor to combat-
ing the epidemic has bought time for [international] preparedness.”42 China also promoted 
its international relief efforts. State-run media pushed advertisements that promoted stories 
of countries such as Italy and Serbia expressing gratitude to China for supporting them with 
medical supplies.43 Pro-China bots pushed out tweets promoting Chinese medical relief ef-
forts in Italy with two hashtags: #forzaCinaeItalia, which means “Come on China and Italy,” 
and #grazieCina, which means “Thank you, China.” Chinese diplomatic Twitter accounts 
also used these hashtags.44

Limitations 
The discovered Chinese online propaganda campaigns targeting Taiwan and protesters in 
Hong Kong suggest that China has struggled to weaponize social media to influence audi-
ences abroad. China clearly has had success at home in terms of effectively censoring illicit 
content on the Web and shaping online conversations. The control it enjoys domestically 
over the Internet is not so easily replicated abroad, where it must contend with competing 
narratives that cannot be suppressed.45

China will likely learn its lesson. On the same August 2019 day that Twitter announced 
China’s suspensions, China’s Internet regulator put out notice for a contract to help it “op-
erate and grow” overseas social media accounts on platforms such as Facebook. The project 
sought a team of experts who could “tell China’s stories with multiple angles, express Chi-
na’s voice, and get overseas audience recognition and support for Jinping Thought.” The 
state news agency, China News Services, also announced that it has started a new project 
to build its social media presence overseas. It specifically seeks to increase Twitter followers 
on its 2 accounts by 580,000 within 6 months. It wants at least 8 percent of the accounts to 
come from North America, Australia, and New Zealand. Overall, China is spending more 
than $1 million on both accounts.46

Further aiding China will be its investment in artificial intelligence, which, if effectively 
integrated in highly scaled social media campaigns, could prove a serious social media 
threat.47 China’s stake in the rapidly growing TikTok social media application could also 
help further the country’s message. Suspicions have already arisen about China using the 
application to promote censorship and manipulation. Growing access to a widening pub-
lic could be an information advantage for the Chinese and give them a new platform for 
influence.

The So-Called Islamic State and Social Media 

Aims and Objectives 
According to a leaked strategy document, IS had three main aims for its information op-
erations campaign: recruitment, governance, and media.48 First, IS sought to increase the 
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recruitment of local and foreign fighters into the organization. Second, IS developed a 
plan that included a sophisticated information and intelligence apparatus designed to help 
IS expand and maintain control over its territory. Finally, IS’s well-crafted media system 
sought to empower its recruitment and governance efforts while strengthening its embrace 
of atrocities intended to deter opponents and energize supporters with maximum psycho-
logical impact.

Other studies have sought to understand IS information objectives and aims by ex-
amining the content of its propaganda campaigns. Researchers in a RAND study isolated 
a community of ardent IS members and supporters on Twitter and lexically analyzed the 
content. They found that IS appeared to demonstrate “a more self-aware social media strat-
egy” than any of the other groups, with disproportionately high usage of social media terms 
such as spread, link, breaking news, and now released.49 In addition, themes of religion and 
belonging resonated strongly. In reference to violent IS activities, users employed noble 
phrases such as lions of the Islamic State and mujahideen and coopted the trappings of real 
states by using terms such as army and soldiers of the Caliphate.50

Capabilities 
To understand IS capabilities for using online tools in radicalization and recruitment, it is 
important to first understand the evolution of extremist radicalization and recruitment. Al 
Qaeda and other militants in places such as Bosnia, Chechnya, and the Palestinian territo-
ries used to disseminate propaganda content via DVD and cassette videos. Many of these 
videos featured depictions of atrocities that were meant to inflame opinions and sermons 
of religious leaders who sought to lay the intellectual and spiritual groundwork for terror-
ist actions. Recruitment into militant groups was often done through small social groups. 
For example, gatherings at private homes or mosques targeted Saudi recruits for Iraq and 
served as a venue where a “harmless discussion about Islam” turned to the U.S. war in Iraq 
and U.S.-committed atrocities.51

This approach to extremist propaganda and recruitment began to evolve slowly as al 
Qaeda turned to the Internet to aid in recruitment efforts. After initially disseminating 
speeches on al Jazeera, Osama bin Laden and his deputy, Ayman al-Zawahiri, began posting 
long and dry speeches. Anwar al-Awlaki, a key al Qaeda ideologue, gained particular fame 
through sermons posted to YouTube. His success as a propagandist led to him being tar-
geted by U.S. forces in Yemen.52 During the Iraq War, al Qaeda gained notoriety by posting 
videos of improvised explosive device attacks on American troops.53 Throughout this pro-
cess, al Qaeda and other groups used the Internet primarily as a broadcast tool, but limited 
effort was placed into harnessing social media platforms or the social aspects of online life.

IS helped revolutionize how extremist groups used the Internet and its social media plat-
forms. IS decentralized its propaganda production and dissemination, used a multilayered set 
of media centers to produce its official media publications, and then leveraged a network of 
supporters in order to distribute its message. It also learned how to use direct messaging capa-
bilities to reach out and connect to prospective recruits. A range of outlets helped IS produce 
its official propaganda. Official outlets Al-Furqan Media and Al-Hayat Media produced and 
released top-level messaging, such as the sermons of Abu Bakr al-Baghdadi and issues of the 
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sleek English-language magazine Dabiq. Various “provincial” media outlets also produced an 
assortment of content and propaganda videos.

IS sought to disseminate this content not only on various Internet sites but also 
through a variety of social networking applications, including Facebook, Instagram, 
Tumblr, Ask.fm, and, most famously, Twitter. These channels allowed IS to enlist a worldwide 
army of supporters in both propaganda creation and dissemination. In addition to dis-
seminating its own content on the Internet, IS welcomed supporters and members taking 
the initiative to create their own unofficial propaganda. In her 2014 study of tweets posted 
by 29,000 accounts belonging to Western IS foreign fighters, Jytte Klausen found that 
disseminators outside the conflict zone, including a handful of particularly influential 
women, played a key role in this effort to “build redundancy by spreading the material, 
often posting and reposting material provided by the feeder accounts belonging to orga-
nizations and fighters based in Syria.”54

IS also worked with individual fighters who had their own Twitter, Instagram, or Tum-
blr accounts. IS worked to coordinate and synchronize the postings of fighters. These tales 
describing life and success on the battlefield gained a wide following.55 In addition, a report 
by the International Centre for the Study of Radicalisation and Political Violence empha-
sized the role of disseminators based primarily in the West, arguing that many foreign 
fighters informed themselves about the conflict by following unofficial disseminators rather 
than official IS channels.56 

IS also used social media to support its recruitment efforts. IS enlisted “units of special-
ized recruiters operating around the clock from Internet cafes in Iraq and Syria, interacting 
on an individual level with prospective recruits.”57 Individuals who liked, retweeted, or 
positively commented on IS social media accounts self-identified themselves as potentially 
suitable targets for recruitment. Recruiters could then make contact using private commu-
nications such as direct messaging on Twitter or Facebook. The two-way dialogue allowed 
the recruiter to groom the target and promote action (be it conducting attacks in the West 
or emigrating to IS territory). As J.M. Berger notes, such recruitment efforts became in-
creasingly important as IS sought to recruit from lands farther than Iraq and Syria.58

Overall, these efforts appeared successful. IS gained significant media exposure and 
notoriety for the conduct of its social media campaign. Ultimately, it recruited over 40,000 
people (32,809 men, 4,761 women, and 4,640 children) to join its ranks. Over 5,900 foreign 
fighters joined from Western Europe and 753 joined from the Americas.59 IS operatives also 
launched various deadly attacks, most notably the Brussels airport and subway bombings 
of March 22, 2016, which killed 32 individuals, and the Paris attacks of November 13, 2015, 
which resulted in 130 fatalities. IS-inspired attacks also took place in the United States, 
Canada, Australia, Tunisia, Turkey, and Egypt.60

Limitations 
IS success with social media did not last. In 2015, Twitter and other social media firms initi-
ated an effort to suspend IS social media accounts based on terms of service violations. IS in 
turn worked diligently to overcome these suspensions. As soon as Twitter suspended one IS 
supporter’s account, the supporter was supposed to move to a backup account.61 However, 
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even under the best of circumstances, such remediation efforts could not maintain the 
previous breakneck pace of propaganda dissemination.62 Soon the platforms created new 
artificial intelligence tools that could detect and terminate accounts in near real time. In the 
first 6 months of 2017, Twitter took down nearly 300,000 terrorist accounts.63 As a result, 
Maura Conway and colleagues wrote in their research on Twitter takedowns that “the costs 
for most pro-IS users of engaging on Twitter (in terms of deflated morale, diffused mes-
sages, and persistent effort needed to maintain a public presence) now largely outweigh the 
benefits. This means that the IS Twitter community is now almost nonexistent.”64

IS has since sought new online territory from which to recruit and radicalize. For some 
time, IS turned to Telegram, an application that, while lacking the unique broadcast ca-
pability of Twitter, allowed IS a secure way to “communicate with likeminded supporters 
across the world, disseminate official and unofficial [IS] media, and provide instructional 
material for operations.”65 However, a series of account suspension efforts by Telegram, 
mostly recently conducted in collaboration with Interpol in late 2019, has left IS once again 
looking for more friendly territory.

Recommendations 
The growing use of social media as a technology tool for strategic influence operations 
and nation-state propaganda represents a significant threat to U.S. interests as America 
moves into a new era of Great Power competition. While Russian social media may not 
have decisively impacted the U.S. election of 2016, it is clear the campaign likely negatively 
impacted American trust in that election. Additionally, it seems clear that such attacks will 
continue against the United States, its allies, and other nations’ democratic elections. As 
demonstrated by its assertive social media activities during 2020 to shape a factually suspect 
COVID-19 narrative, Beijing has targeted the United States and its allies with online propa-
ganda. Clearly, the United States needs to safeguard the authority, legitimacy, and respect of 
American norms, values, and institutions from such adversaries.

Numerous documents and reports lay out an array of recommendations for how the 
United States can best counter this threat.66 Reviewing the long lists of recommendations 
is beyond the scope of this chapter; however, it is useful to briefly consider some broad ap-
proaches that the United States could undertake to limit the threat.

Track, Highlight, and Block Adversarial Content 
The U.S.-led and Western campaign against IS propaganda proved successful largely be-
cause social media platforms were able and willing to identify IS content and terminate IS 
social media accounts. Overall, the platforms seem uniquely able to identify and target such 
content in part because extremists clearly branded their campaigns for driving terrorist 
recruitment. The U.S. Government should continue to work with Twitter, Facebook, and 
other platforms to ensure suspensions of extremist accounts. The challenge is much greater 
for nation-state campaigns, which wage stealth propaganda using fake accounts and tar-
geting a litany of causes. An arms race is already taking place between those charged with 
planning and executing online propaganda and those seeking to detect and remove such 
campaigns. The U.S. Government will need to work closely with technology firms and the 
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academic community to support this arms race and enable new approaches for detecting 
campaigns.

Build Resilience of At-Risk Populations 
It will be crucial to help audiences be more critical consumers of social media. Doing so 
means giving audiences the skills and capabilities to identify fake news, consider the cred-
ibility of sources on social media, and recognize their role in countering such content or 
limiting its propagation. Media literacy campaigns represent one potential avenue for this 
resilience-building, and efforts are under way to develop and implement relevant educa-
tional curriculums in the United States and elsewhere. Governments should also warn 
citizens when they detect or other otherwise suspect that adversaries are targeting such 
citizens with online influence campaigns.

Support Allies Targeted by U.S. Adversaries 
The United States should help its allies stand up against online propaganda. For example, 
Russia has been engaged in a near-persistent propaganda campaign against the government 
of Ukraine as well as other Eastern European countries. The United States should work 
with the targeted countries to give them the necessary capabilities to withstand and counter 
these campaigns. The specific policy prescriptions will vary, but efforts may include training 
local governments in better communication strategies, improving training for journalists, 
providing funds to support outing adversary propaganda, and establishing media literacy 
campaigns.

Better Organize to Counter Adversary Propaganda 
The U.S. Government must ensure it is properly organized to fight online disinformation. 
The Intelligence Community will need the necessary capabilities and funding to help detect 
foreign influence campaigns before or as they occur. Interagency coordination will be critical 
as the Department of Homeland Security, Department of State, and Department of Defense 
will each be responsible for countering a particular component of adversary campaigns.67 
Coordination should continue down to the state level to help states prepare for elections 
and address locally targeted campaigns. It is critical that the United States and social media 
firms work closely together in an information-sharing capacity to ensure communication of 
threats and adversary campaigns and to coordinate on counterpropaganda activities.
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